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ABSTRACT 

Medical decision support can improve healthcare processes by providing objective information about individual 

patients and it can be used to shift the analytic work from humans to computers. There are various disease occurred 

due to bad life style or any other reason, diabetes is one of them. Disease diagnosis is the most important health 

function. It can save lives if the disease is diagnosed before the usual or planned period. Machine learning-based 

classification methods can support the healthcare industry by enabling rapid and reliable disease diagnosis. 

Machine learning proved to be useful for detecting correlations in huge, complicated datasets. In this research 

work, used three machine learning techniques to predict diabetes disease Support Vector Machine (SVM), Random 

Forest (RF), and logistic regression (LR) model.  

Key Words: Diabetes disease, Machine learning, Classification, World health organization, Random forest, Support 

vector machines. 

I.  INTRODUCTION 

Diabetes is a chronic disease that requires frequent blood glucose testing. The World Health Organization’s most recent 

statistics indicate that there are more than 500 million diabetic patients worldwide, and around 1.6 million people die 

each year due to diabetes and related disorders. The number of people living with diabetes may reach 780 million by 

2045, according to reports from the International Diabetes Federation (IDF). To prevent or delay long-term health 

issues associated with diabetes, it is necessary to keep the sugar levels at the desired level. The hormone insulin, which 

is created in the pancreas, regulates the body’s blood glucose level.  

 

When blood glucose levels rise, the insulin production increases in the pancreas to counteract the rise [1]. This helps 

maintain the blood glucose level within the normal range in a healthy person. In type 2 diabetic patients, the body 

cannot produce enough insulin to adequately counteract the rise in blood glucose levels. Monitoring the level of 

glucose in a blood sample is the clinically accepted way for detecting diabetes. There is an increasing need for a non-

invasive technique of monitoring diabetes because traditional diabetes detection is an invasive process. According to 

medical studies, small amounts of glucose are found in saliva, tears, sweat and urine. These biological samples offer the 

potential for non-invasive glucose level prediction in the body. Recent research has shown that the analysis of breath is 

a reliable non-invasive method to check glucose levels in the body [2]. 

 

There are no proper medications for diabetes cure until it is detected in its early stages. If diabetes is detected in its 

early stages, it can be managed easily through a healthy lifestyle as, illustrated in below figure. In early times, disease 

was diagnosed by manually reporting, which was an error-prone and an unreliable method. Generally machine learning 
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techniques are divided into some categories like supervised, unsupervised, and reinforcement learning, where 

supervised learning algorithms are practiced with labeled examples where the desired output is known. Based on the 

input, the algorithm learns by comparing its actual output and identifies its errors by which it modifies the model. It can 

also be applied by using historical data (known data) and predict future events. The training from the known dataset 

helps to learn the algorithm leading to an inferred function for the prediction of output values, and thus they can 

recommend targets for new input once trained. The algorithms build a model with the inputs and the desired outputs 

using training data with a set of examples. 

 

 
Figure 1: Diabetes management. 

 

Diabetes is divided broadly into two major types, type 1 diabetes and type 2 diabetes. Type 1 diabetes is characterized 

as a severe inadequacy or absence of releasing insulin by the pancreas due to an unknown disorder in the immune 

system, it affects people at a younger age more often, and it also can affect children. The primary treatment method for 

type 1 diabetes is insulin therapy. Type 2 diabetes is characterized by insulin resistance in which the body has insulin 

but does not utilize it well to regulate the blood sugar levels. This type is considered the most common one among 

diabetes patients. Recently, the incidence of type 2 diabetes has become alarmingly high, which is attributed to several 

reasons related to risk factors associated with diabetes, such as obesity, poor eating habits, lack of physical activity, 

smoking, and alcohol consumption. 

 

Machine learning (ML) performs tasks autonomously without being explicitly programmed. IBM has been connected 

with ML for a long time. Arthur Samuel, an employee of IBM then, invented the term “machine learning” while 

researching the game of checkers program. ML is a process where computers learn from the input data for carrying out 

a certain task [21]. Algorithms involving the steps necessary for assigning simple tasks to the computers can be easily 

programmed without the learning needed by the computer. However, for advanced tasks, creating an algorithm 

manually is a bit complicated and challenging for a programmer. Rather, if the machine is allowed to create its own 

task list for performing the steps needed, the results would be more effective. 
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Figure 2: Types of machine learning algorithms. 

 

The rest of this paper is organized as follows in the first section describe an introduction of about the diabetes disease 

overview, and machine learning. In section II we discuss about the literature work using machine learning techniques, 

In section III we discuss about the proposed model architecture of diabetes disease prediction system, In section IV we 

discuss about the experimental work, finally in section V we conclude the this research work and also suggest future 

directions. 

 

II.  RELATED WORK 

This study presents a proposed prediction model for diabetes that involves pre-processing techniques applied to the raw 

data, followed by the utilization of Ensemble Classifiers. The Ensemble Classifiers consist of a combination of 

catboost, LDA, LR, Random Forest, and GBC [1]. By employing pre-processing approaches and ensemble 

methodologies, they have achieved improved performance i.e. 90.62% accuracy. [2] In this research study, they 

developed machine learning (ML) and deep learning (DL) models to predict nocturnal glucose within the target range 

(3.9–10 mmol/L), above the target range, and below the target range in subjects with T1D managed with MDIs. The 

resulting models based on the DL and ML algorithms demonstrated high and similar accuracy in predicting target 

glucose (F1 metric: 96–98%) and above-target glucose (F1: 93–97%) within a 30 min prediction horizon. [3] 

According to the World Health Organization (WHO), some chronic diseases such as diabetes mellitus, stroke, cancer, 

cardiac vascular, kidney failure, and hypertension are essential for early prevention. One of the prevention that can be 

taken is to predict chronic diseases using machine learning based on personal medical record or general checkup result. 

The common prediction objective is to minimize the prediction error as low as possible. This research works covers 

machine learning methods discussion such as supervised learning, ensemble learning, deep learning, and reinforcement 

learning. [4] The proposed approach has achieved impressive performance. For the private dataset, the XGBoost 

algorithm with SMOTE achieved an accuracy of 97.4%, an F1 coefficient of 0.95, and an AUC of 0.87. For the 
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combined datasets, it achieved an accuracy of 83.1%, an F1 coefficient of 0.76, and an AUC of 0.85. To understand 

how the model predicts the final results, an explainable AI technique using SHAP methods is implemented. [5] In this 

research work, they address the critical issue of predicting survival in individuals with Diabetes-related complications, 

considering the interconnected nature of these complications. Non-communicable diseases (NCDs) such as Type-I and 

Type-II diabetes account for a significant global health burden, with its major complications such as cardiovascular 

disease as the leading cause. This research work explores a comprehensive analysis of survival prediction for Diabetes-

related complications, utilizing six machine learning classification methods. Three methods, namely Extreme Gradient 

Boosting (XGBoost), Support Vector Machine (SVM), and Neural Network (NN). [6] In this study, adaboost exhibited 

an AUC of 1 with overfitting, a binary classification model performance metric. Strategies to avoid overfitting include 

collecting more data, selecting relevant features, regularization techniques, cross-validation, early stopping, ensemble 

methods, and regular evaluation. 

III.  PROPOSED WORK 

This paper has described the threats that computer viruses to research and development multi-user computer systems; it 

has attempted to tie those programs with other, usually simpler, programs that can have equally devastating effects. 

Many author were  investigated how anti-virus software analyzes the infected file and shows pro-missing approach for 

malware detection in the future. To combat the never ending virus generation, the anti-virus software company should 

work closely with researchers to find potential approach that both work efficiency and accuracy. 

Disease diagnosis is the most important health function. It can save lives if the disease is diagnosed before the usual or 

planned period. Machine learning-based classification methods can support the healthcare industry by enabling rapid 

and reliable disease diagnosis. As diabetes disease is difficult to diagnose, so it's a good time for doctors and patients. 

Here review the indicated machine learning and classification methods. The aim of the work is understanding whether a 

patient who has diabetes disease or not. 

 

 
Figure 3: Proposed system flowchart for prediction of diabetes disease 

 

These are the steps involved in the prediction of diabetes: 

1. The system first receives the diabetes data set as input. 

2. Based on the given symptoms, the diabetes predictor assists by predicting the presence of diabetes and generates the 

predicted results. 

3. The diabetes monitor device assists in checking blood sugar levels and sends out 

alerts based on them. 

4. The user receives the awareness message to know about their health status. 
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Figure 4: Proposed data architecture. 

 

IV.  EXPERIMENTAL WORK 

In this chapter present the experimental result which is based on the machine learning techniques that predict the 

diabetes diseases is present or absent in a particular patient’s. Predicting diabetes disease utilizing numerous machine 

learning algorithms like support vector machines, random forest, and logistic regression model, all these algorithms 

have been applied to the diabetes dataset available at kaggle datasets.  

 
Figure 5: This picture shows the dataset data frame. 
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Figure 6: This picture represents the performance parameter value of accuracy between base paper based machine 

learning model and proposed machine learning based model. 

 

V.  CONCLUSION 

Diabetes can significantly impact life expectancy and quality of life, making early prediction of this chronic disorder 

crucial for reducing long-term risks and complications. The performance metrics used for evaluation are as follows: 

Accuracy, Precision, Recall, and F1 Score. After applying all the ML models finally we found some performance 

parameters value and all models are compared with their respective performance parameters value, our result suggest 

that random forest algorithm gives better results than other techniques. The objective of this research work is to provide 

prediction using different SML algorithms. Using these algorithms and compared with each other to figure out which is 

the best. The algorithms Random Forest gives highest accuracy than other techniques or models. Future research can 

explore the integration of additional algorithms, such as deep neural networks, to further enhance accuracy and 

precision. Additionally, the use of swarm optimization techniques can be considered to optimize results. Application 

program development could also be incorporated to enhance the overall system. 
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