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ABSTRACT 

Data mining is a field in computer science that is intended to find relevant and crucial information from large 

collections of datasets most of which are unstructured. Considering the volume, the data in the world is 

increasing tremendously at every moment and it becomes very difficult to extract the desired information from the 

datasets. Datasets are identified by the mainstream characteristics of the dataset attribute, even though these 

datasets may contain data objects whose characteristics are very much different from the characteristics of the 

majority data objects in the dataset. Pattern Recognition is a fundamental human intelligence. In our daily life, 

we always do ‘pattern recognition’, for instance, we recognize faces and images. Here we presents the pattern 

recognition for different classification techniques for the iris dataset and show the comparative experimental 

results. 
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I.  INTRODUCTION 

Data mining is the strategy for discovering designs from a lot of data by applying a few strategies, this is regularly 

utilized as an Associate in Nursing instrument for information disclosure in databases to be utilized in the dynamic 

procedure. Monstrous associations use it principally for finding new manners by which to stretch out their benefits 

and to lessen esteem. The information handling examinations the data and assists with naming the concealed 

elements all together that supportive examples and information will be produced. For an occurrence, business 

associations will break down the customer's conduct toward explicit item by examining the authentic information 

and this encourages the association to search out the dynamical conduct of the client with the entry of your time, as, 

to search out the patterns in change, to search out the level of adjustment and so forth. These sorts of findings are 

certainly facilitating any organization to require future choices in relevance that product [1][2]. Data processing tools 

square measure the code which gives automatic implementation of information mining techniques on the info and 

provides programme to use machine learning algorithms [2].  

These tools will handle large quantity of information and supply relevant results expeditiously. Varied tools square 

measure discovered with completely different parameters in keeping with meet the various sorts of needs. The 

management of data, program, missing qualities, discovering error rate and a lot of extra boundaries make these 

devices totally unique in relation to each other. These parameters will be accrued or decreased in keeping with the 

requirement of user. These tools square measure having options of handling complicated still as unstructured 

knowledge [3]. Partnerships purchased information preparing apparatus to cause their own to redo mining 

arrangements. A few information handling instruments square measure available with their qualities and constraints 

in setting to boundaries like interfaces, calculations, the precision of results, mining methods, information set size 

and so on. These instruments square measure any sorted into 3 classes for example Dashboards, Traditional 
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 information handling devices and Text Mining apparatuses. Customary information preparing apparatuses chiefly 

utilized by organizations for business examination reason. These apparatuses chip away at databases open with the 

corporate. Their instruments apply pre- characterized calculations on information for finding the undetectable 

example and results. These instruments give expansive information classes to concoct clear reports. As an 

occurrence, a data of deals will show month to month deals results and reports with the help of antiquated 

information preparing apparatuses. These devices square measure open each in Windows and usable framework 

variants of working frameworks and square measure essentially utilized for on-line Analytical procedure (OLAP)[4]. 

some of these devices square measure rail, R studio, quick worker, SQL and D2K [5]. Dashboards square measure 

put in on pc to watch data information and mirrors the updates and changes onscreen concerning business 

information and execution. These square measure principally employed by corporations that wish to see its sales 

from historical purpose of read with the assistance of historical knowledge i.e. knowledge Warehouse. Dashboards 

square measure simple to grasp and it give leads to the shape of charts and bar-graphs to produce summary 

concerning company's performance.  

 

Fig 1: Data mining Operations [2]. 

The rest of this paper is organized as follows in the first section we describe an introduction of about the vehicular 

ad-hoc network and their application. In section II we discuss about the protocol layers in vehicular ad-hoc network, 

In section III we discuss about the proposed method and experimental result in vehicular ad-hoc network, finally in 

section IV we conclude the about our paper. 

II.  MACHINE LEARNING 

A learning method is a complicated topic which has many different kinds of forms. Everyone has different methods 

to study, so does the machine. We can categorize various machine learning systems by different conditions. In 

general, we can separate learning problems in two main categories: supervised learning and unsupervised learning. 

Supervised learning 

Supervised learning is a commonly used machine learning algorithm which appears in many different fields of 

computer science. In the supervised learning method, the computer can establish a learning model based on the 

training data set. According to this learning model, a computer can use the algorithm to predict or analyze new 

information. By using special algorithms, a computer can find the best result and reduce the error rate all by itself. 

Supervised learning is mainly used for two different patterns: classification and regression. In supervised learning, 

when a developer gives the computer some samples, each sample is always attached with some classification 

information. The computer will analyze these samples to get learning experiences so that the error rate would be 

reduced when a classifier does recognitions for each patterns. Each classifier has a different machine learning 

algorithm. For instance, a neutral network algorithm and a decision tree learning algorithm suit to two different 

classifiers. They have their own advantages and disadvantages so that they can accomplish different learning 

objectives.  
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 Unsupervised learning 

Unsupervised learning is also used for classification of original data. The classifier in the unsupervised learning 

method aims to find the classification information for unlabeled samples. The objective of unsupervised learning is 

to let the computer learn it by itself. We do not teach the computer how to do it. The computer is supposed to do 

analyzing from the given samples. In unsupervised learning, the computer is not able to find the best result to take 

and also the computer does not know if the result is correct or not. When the computer receives the original data, it 

can find the potential regulation within the information automatically and then the computer will adopt this 

regulation to the new case. That makes the difference between supervised learning and unsupervised learning. In 

some cases, this method is more powerful than supervised learning. That is because there is no need to do the 

classification for samples in advance. Sometimes, our classification method may not be the best one. On the other 

hand, a computer may find out the best method after it learns it from samples again and again. 

 
Fig 2: Types of machine learning [13]. 

 

III.  EXPERIMENTAL WORK 

 

Data mining technique gives well know classifier for medical disease data classification. In cluster oriented 

ensemble classifier is suffered from a selection of optimal number of cluster for ensemble. For this process we used 

ant colony optimization technique. Ant is meta-heuristic function inspired by biological ants. The objective of ant 

colony optimization is multiple. Using ant colony optimization we maintain the selection process of clustering 

technique and noise removal of boundary base class. Noise reduction and selection of optimal number of cluster in 

ensemble classifier used features sub set selection process using ant colony optimization technique. We introduce a 

new feature sub set selection method for finding similarity matrix for clustering without alteration of ensemble 

classifier.  

 

Machine learning play big role in pattern recognition, The recognition of pattern faced the series of training process. 

The training process of classification technique generates the accuracy performance of classifier and method of 

pattern recognition. The practical benefits of ensemble classifier and its wide area of application have led to several 

proposals for fast mining of pattern classification. Those proposals, although contributed towards making the process 
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 more applicable in practical systems, still suffer from the problem of the huge amount of generated noise that are 

both confusing and most of the time not useful to the user. That, s why constrained mining of ensemble classifier is a 

necessity for interactive mining. The research community focused on providing solutions for the two problems 

separately. Ensemble classification algorithm focused on maintain the outlier and boundary that have the same 

support constraints, namely those which qualify for the same setting of number of ensemble  as the original database 

before updates. 

 

Decision trees are highly comprehensible models when compared to neural nets. These work in a sequence, to test a 

decision against a particular threshold value among the available values. Testing happens according to certain logical 

rules similar to the concept of weights of neural networks. C4.5 and CART are widely used decision tree techniques 

(Kotsiantis, 2013). The tree growth phase partitions the training set and the pruning phase generalizes data over it. 

Fuzzy ID3 is another popular variant that incorporates the fuzziness of attributes into decision rules. Ensemble based 

trees make use of boosting and bagging techniques to combine more than one classifiers that employ different 

decision rules for different datasets. These ensembles have shown remarkable performance compared to normal 

decision trees, however, computational cost increases as each input query is fed to every component classifier. 

Decision trees have always been a problem with high dimensional data. To solve this problem, cluster trees are 

suggested. Streaming data is another challenge in the data processing arena. The space to accommodate such data 

and speed required to handle the same are two lingering issues in high speed data. Incremental decision trees are best 

fit for data streams as they have the ability to stabilize according to the accumulating data. It uses multiple attributes 

for trainable functions. An evolving fuzzy min-max decision tree learning algorithm is recommended in this 

direction for future researchers. It splits non-linearly to produce shallow trees that increase precision. Performance of 

trees is directly proportional to the effectiveness of the construction. The optimization of decision trees is another 

area to be widely explored.  

 
Fig 3: Example of decision tree [9]. 

 

Every machine learning algorithm has its own benefits and reason for implementation. Decision tree algorithm is one 

such widely used algorithm. A decision tree is an upside-down tree that makes decisions based on the conditions 

present in the data. Now the question arises why decision tree? Why not other algorithms? The answer is quite 

simple as the decision tree gives us amazing results when the data is mostly categorical in nature and depends on 

conditions. Classification trees are applied on data when the outcome is discrete in nature or is categorical such as 

presence or absence of students in a class, a person died or survived, approval of loan etc. but regression trees are 

used when the outcome of the data is continuous in nature such as prices, age of a person, length of stay in a hotel, 

etc. A decision tree before starting usually considers the entire data as a root. Then on particular condition, it starts 

splitting by means of branches or internal nodes and makes a decision until it produces the outcome as a leaf. Here 

this algorithm used for the pattern recognition in iris datasets and improve the performance ratio for the defined 

parameters like accuracy, precision and recall. 

https://www.mygreatlearning.com/blog/what-is-machine-learning
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Fig 4: Proposed model flow graph. 
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Fig 5: This image shows the experimental comparative study for the iris dataset using different classification 

techniques and present the accuracy experimental performance parameter evaluation. 

 

IV.  CONCLUSION 

 

The data mining tools are covered various algorithms such as k-means clustering algorithm Basically, pattern 

recognition refers to analyzing information and identifying for any kind of forms of visual or phenomenon 

information. Pattern recognition can describe, recognize, classify and explain the objects or the visual information. 

Pattern recognition is related to statistics, psychology, linguistics, computer science, biology and so on. with the 

various classification algorithm such as support vector machine, KNN classifier, and decision tree. Here discuss 

about the all methods with iris datasets and the simulation process with their respective experimental pattern 

recognition results. In future work in Artificial Intelligence techniques plays an important role in pattern recognition 

using some machine learning techniques. 
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